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1. Introducition.

Consider a random variable ¥ with a continuous cumulative dig-

ribution funcijon T{x) such that Fla) = 0 and F{b) = 1 for known
finite numbers a and b {a € b) . The distribucion funetion T{x) is
unknown. A sample of size n is dvawn from this distribution., Confi-
dence limiia for the expected value € X are to be fouad thar hold for

all continuous distribution functions with range Lg, b] N

2. Confidence limits foxr the wmesn.

2
Teg x(l) < x('} < .. < x(n> be the ordered observations in the

4] {n+1)

sample of = from T{(x) , and let x =a and x =D ., The

emplvical cumulative digtribution function in Ep, b} is

z e 7 " -'§'1 .
1 Fn\x) = 3/a , x(J' < x < x(3 ) s i=0,1, ... , n

Fn(x) =0 for x<a and Fﬂ(x) =31 for x> h .

tet B and Y be numbers {(depending on 1) such that the probability of
{2) Fx) -BSF(x) <F (x}+v, all =

iz 1 -~ o , the desired confidence lewvel. WNote that Fn(x) - 8 <0 for

A

x(r+1) , vhere 1 = Ehaj » the largest integer in nB , and

<= ¥
A ™ A

i E'Fn(x} + vy for x(n—S) < X%, vhere s = [ﬁ{} . Bince O < F(x) <1,

wn



the left-hand inequality in (2) ig effective only for x(ﬂl)

and is replaced by 0 for a <x < x(r*-l) ; the vight-hand inequality dis

(n-s)

<% <bH

effective only for a < x < x and i1s replaced by 1 for

x(n—s) £x <b . The inequalities (2) over these ranges are equivalent to

¢ -
(3) %f~ B S_F(x‘j)) s 3=z +1, ..., n, F(x(j)) 5_15£-+ Y, § =1, ...,0-8,
The distribution gatisfying the first part of (3) for given x(ﬁl), s ,“:';",(in)
which hae the largest mean is the distribution which has a jump of

{r+1)

{(r#1l)/n - B8 at x s jumps of 1l/n at k(j),' i =1+, ¢«u. , n , and

a jump of B at b . This fact ieads to the inequality

n
4 ¢€x 5_2— [(ﬁl)x(rﬂ) + 7 x(j)} + B[ b—x(rﬂ)} .
BoL J=r+2
Similarly the distribution satiefying the gecond part of (3) which has the
emallest mean is the distribution which has a jump of ¥y at a , jumps
of 1/n at x(j)', j=1, ... , n-s-1, and a jump of (sHl)/p -y aé x(n—-s’) .
this fact leads to the inequality |
1] @ (n-5) | (n-s)
(5) : ;!- P x + (sHl)x } -Yix ~-a 5‘2:: .
The inequalities (4) and (5) hold simultaneously with probabliity 1 - o
and these furnigh the deslred confidence limits. The distributions

yielding the upper and lower bounds for €X are the lower and upper bounds

to the distribution of X . If we usge integration by parts,



(6) £x = jb *xdP(x) = b - jfb F(x)dx ;
a “a

the bounds for £X can be verified by iategrating the bounds for F(:) .

The inequalities (2) constitute confidence limits for the cumulat:!ve
distribution function. Values of B and ¥ for specified values of n
and 1 ~ 0 have been gilven for B =y and for B or Y equal to 1,
making the corresponding Inequality vacuous. These are the significance
voints of the two~sided and one-sided Kolwmogorov tests; asymptoiic and
other approximations are available, as well as tables.

If B is an integer divided by =n , namely r/n , the inequality

(4) is

-—

r
+%1r‘b *__;_x(j) H
I

%

n
) Ex<ify x(j>+rb}==
1

the upper confidence limit iz the mean of the sample, '§'='¥~h j:l x<j)/n :

with the r smallest observations replaced by the upper bound. If Yy = gfn,

(5) is
1 n-s 4 . 1T: n ( h
(8) " sa + xj ==x-—;.—§MS xj)—sa SEX;
i=1 “1i=n-g+i

the lower confidence 1imif fg the @2an of the sample with the s largesi
obgervations veplaced by the lowes bound.,
This development suggesis that it is necessary to assume an upper

bound to the range of the random variable in order to obtain an upper



confidence limit for the mean and to agsume a lower bound to the range to
obtain a lower confidenee 1imit. Indeed, in order that the mesn exist
conditions on the tails of the distribution are needed, but one canaot
verify these conditions with a positive probability on the basis of a
finite number of observations. Of course, the need for these bounds

limits the applicability of the procedure.

3. Confidence limits for other parameters.

Let g(x) be a monotonically {stricily) incereasing funciion over
the interval [a,b] - Then the distribution satisfying (2) which has
the larges: $£g(X) is that which has the largest £X , and correspondingly
the distribution satisfying (2) with the smaliest €e(X) dis that with
the smallest £X . The resulting inequalities are
1

n
9 Eg(X) < L [(ﬂl)g(x(ﬁl)) + Z g(}r(j))J 4 B[g(b) - g(x<r*1)}J .
o j=rr2

n-g-1 o -

(10) % [ 5 eI 4 (g™ 8))} -y [g(%:(n s)y - g(a)J <fzx) .
j=1

The inequalities (9) and (10) will hoid gimultaneourly for all monotonically

(strictly) increasing functions g{z) . (The inequality (9), for imstance,

will hold for b =® 4If g(b) 41s bounded as b + ® o)

We can apply (9) and (10) to find confidence iimits for rhe



2 2 zZ ., . :
variance 0 = €3X° - (€X)° if a 2 0 . Then we have bounds simultaneously

on EXZ and €X , wmay L, S_EX?' <9, and Ll <€x < Ul . The latter ig

equivalent to 1,12 < (€ X)z < U12 . Thus

e 2 2 . 2
(11) L2 - ‘jl f— c i U2 - J‘Jl °
4, More general bounds.

The confidence bounds (2) for F(x) can be generalized zc¢

s j=03 1, »oa gAﬂ,

(12) P () - B, < F@ , @ ¢ x < LD

«x ai01, L,

(13) F{x) < rn(z} + ‘yj ) x(j) < x

for Bj >0, an§ A.'yj

have given expressions for the probability .of (12) and (13) holding e~

>0 ,3=0,1, ... , n . Wald and Wolfowitz (1939)

multanecusly.

If 3/n - Bj

i 0 or jin+ ‘yj > 1, the.'-co'rresponding inequality
(12) or (13) is vacuous. For convenience wa shaii replace each such value :
of Bj or Yj to .ma.ke jin - Bj =0 or .j/,n + Yj = 1. {In particular |
80 = 0 and ‘Yn = 0 .) The sequences of values must satisfy Bj - Bj-l

< 1/n,
j=1, .v. ;0 , and ¥ -Y¥,<n, i=1, ... , n, in order ¢c have
3-1 j -

force in (12) and (13), respectively. The inequalities (12) and {13) are

equivalent to



) 3fm - By <*a) < genip LRSI I PEPPRINE 3

The cumulative distribution function satizfying (12) and (13) for

given x(l), ies B x(n) with the largest mean puts weight 1/n + (sj-—l - BR.)

3

at x(j) s 3 =1, ... , n, and Bn at b . 'The distribution satisfying

(12) and (13) with the gmallest mean puts weisit Y, &t a and
(j) =
i/n + (Yj - Yjﬁl) at x s 3 =1, ..

« » 7 . The resulting inequalities

on the expected value are

n
(15) Ex <%+ > _ (8

=T 13 S m
6 % + ' + Sn— v, - ) x(j) :;fx
(16) X+ Y Lo Yy Vi 3 ,

The inequalities (4) and (5) are special cases of (15) and (16). .

¥ B{y) and D {y1 axe monotonically imcrversing functions Irom ¢
B . 4! anel L5 0N = 4 v, .
o 1 in [O,J and- B{{/n> = 1/n 33 and T{3 00 = 3/ Y_-; .

4=0, i, +.es 0, then (12) and (13) can bz wrltten

¥ I B < ¢l 7 all = .
(7 B T (x)] i“”ict%hﬂ .

The inequalities (15} and (16) on E£X can be found by integraiion of
€17) by parts as in (6). The form (17) mav be heipful in findine limiting

probabilities. {:‘:ee Whicele (1951). ]



This approach sugguesiiia a anbay of irterenitdng piroblems. I one

tion samplad {yrom

aniiclipzaies

ie o glven one, heow ghorlid cne choose 37} ond C{F) 4o minimize che

ath of the confidenecs dnterval? How dres the expeciad lengih

wpore with sn faterval Gased on =2

raporied In snnlher paper.
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